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1. Executive Summary

This report provides a review of computer modeling of the fate and transport of effluent from 
proposed discharge locations in and around Pictou Harbour and offshore of Caribou Harbour 
near Pictou, Nova Scotia. The modeling work was carried out by Stantec Consulting for 
assessment of the Replacement Effluent Treatment Facility Project registered by Northern Pulp 
Nova Scotia Corporation. Simulations were conducted with accepted industry-standard models 
including the near-field CORMIX model and the far-field MIKE 21 model.  

Owing to several problems related to the implementation of the CORMIX and MIKE 21 models, 
they overestimate the near- and far-field mixing and dilution of the effluent from the proposed 
outfalls, including the final outfall at site CH-B offshore of Caribou Harbour. This leads to the 
incorrect conclusion that the environmental impacts will be negligible because the effluent 
concentrations are predicted to be unphysically low. Instead, correct implementation of the 
models with more conservative and physically realistic scenarios would show that effluent 
concentrations in the region could be much larger and that effluent accumulation in Pictou and 
Caribou Harbours is likely.  
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The principle problems related to the far-field MIKE 21 modeling include: 
 
1) Agreement between the model simulated currents and water levels and observed currents and 

water levels in Pictou Harbour is poor. Therefore, we can have no confidence that the model 
accurately predicts the far-field fate and transport of the effluent at any of the proposed 
outfall locations.  
 

2) Use of the two-dimensional MIKE 21 model is inappropriate given the potentially strong 
vertical variability of currents driven by winds and river inflows in the region. These three-
dimensional effects can significantly impact the far-field transport by exaggerating 
accumulation in Pictou and Caribou Harbours. 
 

3) The far-field model scenarios using MIKE 21 omit or incorrectly simulate the impacts of 
winds, river inflows, offshore currents in the Northumberland Strait, ice, waves, and storm 
surge. These processes may significantly impact far-field mixing and dilution of effluent and 
lead to higher effluent concentrations throughout the region. 
 

4) The figures showing maps of low effluent concentrations offshore of Caribou Harbour are 
misleading because the far-field model artificially dilutes the effluent. Nevertheless, the 
dilution factors are reported to be over 100 in most of the region surrounding the CH-B 
outfall, which is an overly optimistic result.  
 

The principle problems related to the near-field CORMIX modeling include: 
 
1) The ambient tidal current used to drive the CORMIX model offshore of Caribou Harbour is 

much stronger than the expected current during a neap tidal period. Tidal currents are even 
weaker during winter when there is ice cover which decreases the strength of the tides.  
Overestimation of the tidal currents gives an unrealistic overprediction of the near-field 
mixing and dilution of effluent, particularly during slack tides. 
 

2) The ambient density employed in the CORMIX model is too saline because it does not take 
into account potential effects of river inflows. This makes the receiving waters too dense and 
leads to too much buoyancy-driven mixing of the effluent plume, thus leading to an 
overestimate of the near-field mixing and dilution. The CORMIX modeling also ignores the 
effect of vertical variability in salinity, which could be strong during periods of high river 
inflows and reduce the near-field mixing and dilution because fresh water layers near the 
surface may trap the effluent beneath them. 

 
It should be noted that these problems are related to the implementation and choice of models, 
not to the models themselves. When implemented correctly, CORMIX and far-field models like 
MIKE 21 or its three-dimensional counterpart, MIKE 3, yield very reliable near- and far-field 
predictions of effluent transport.  
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2. Introduction 
 
2.1. Overview 
 
In this report I review the near- and far-field modeling studies conducted by Stantec Consulting 
to understand the fate of effluent from proposed outfalls located in and around Pictou and 
Caribou Harbours which are connected to the Northumberland Strait in Pictou County, Nova 
Scotia, Canada. These studies are part of the Environmental Assessment of the Replacement 
Effluent Treatment Facility Project registered by Northern Pulp Nova Scotia Corporation 
(Northern Pulp). Specifically, in this report I analyze the modeling studies contained in the 
following appendices included in the Environmental Assessment: 

1) Appendix E1 – Stantec final Caribou discharge receiving water study (The final study) 
2) Appendix E2 – Stantec response to questions 
3) Appendix E3 – Stantec receiving water study effluent treatment plant replacement (The 

preliminary study) 
In the preliminary study (Appendix E3), scenarios were conducted to study the effluent transport 
from two outfalls in (sites Alt-A and Alt-B) and offshore of (sites Alt-C and Alt-D) Pictou 
Harbour. It was deemed that the suggested outfall location Alt-D was not appropriate because of 
the potential for ice scour of the outfall in the relatively shallow water (11 m). The final study 
(Appendix E1) was then undertaken to assess the effluent transport from outfalls located offshore 
of Caribou Harbour in 20 m of water at sites CH-A and CH-B. Site CH-B was recommended as 
the location with the least environmental impact. In what follows, I will refer to these appendices 
as the “final study”, the “response to questions”, and the “preliminary study”. Collectively, they 
will be referred to as “the studies” or “the Stantec studies”. 
 Simulating the transport and fate of effluent from a coastal wastewater outfall requires 
two kinds of models. Roughly within 100 m of the outfall, effluent is diluted relatively rapidly by 
mixing with ambient ocean waters. This mixing is due to strong turbulence related to jet-like 
flow from the outfall ports and buoyancy arising from the difference in density between 
relatively warm and fresh effluent and colder and saltier receiving waters. In the studies 
reviewed here, this dilution process is simulated with CORMIX (Jirka et al. 1996), an industry 
standard near-field model that takes into account diffuser geometry and properties of the effluent 
and receiving waters. After the near-field turbulence and buoyant mechanisms have decayed, the 
fate and transport of the effluent is dictated by the larger-scale circulation in the coastal region 
surrounding the outfall. The far-field currents, salinity, and temperature are obtained with a 
hydrodynamic model that computes circulation in response to winds, tides, river inflows, and 
other relevant coastal processes. These currents are then used to compute the far-field transport 
and fate of the effluent. In the studies reviewed here, the MIKE 21 model (DHI 2017) was used 
to compute the far-field circulation and transport.  This model is also an industry standard that 
has been applied extensively to study circulation and transport in coastal regions. While the 
CORMIX model is an appropriate choice for the near-field modeling, the MIKE 21 model is not 
appropriate for this study because it is a two-dimensional model, as discussed in Section 3.1 
below.  
 It is common practice to use far-field models to supply ambient currents and 
environmental parameters like temperature and salinity to the near-field model. The near-field 
dilution results including the near-field concentration and vertical distribution of the effluent 
plume can be supplied to the far-field model. In the Stantec studies, the ambient currents needed 
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for the CORMIX model are taken from the MIKE 21 model, while the ambient density field for 
CORMIX is taken from measurements of temperature and salinity.  The far-field MIKE 21 
model does not use results from CORMIX.  This is common given that only relative 
concentrations are needed to assess the far-field dilution when using a two-dimensional model 
like MIKE 21. As will be discussed in this report, however, a three-dimensional far-field model 
is needed, and this model requires information about the vertical distribution of the effluent 
plume from the near-field model. 
 
2.2. Currents and dispersion in the coastal ocean 
 
In coastal areas like the regions in and around Pictou and Caribou Harbours, the currents arise 
from a multitude of processes, although a simple categorization is to distinguish between the 
tides and all other non-tidal processes, such as wind-driven, river-driven, and large-scale ocean 
currents in the Northumberland Strait. A prevailing and misleading theme in the Stantec studies 
is the suggestion that, although some non-tidal processes are included in the modeling (albeit 
incorrectly), these non-tidal processes are not important because the tidal currents dominate the 
near- and far-field effluent transport. However, as discussed throughout this review, the non-tidal 
processes are extremely important for predicting the fate of the effluent in both the near-field and 
far-field. 

Because of their oscillatory motion in time, tides transport effluent back and forth over an 
outfall, and with each oscillation the effluent is dispersed, leading to horizontal spreading of the 
effluent plume. This so-called tidal dispersion is strongest in regions where the tidal currents are 
both large and vary strongly in space, such as at the mouths of Caribou and Pictou Harbours. 
Although an outfall plume will spread due to tidal dispersion, there will not be much dilution of 
the effluent after many tidal cycles unless there are non-tidal currents that can transport the 
effluent away from the outfall. Without non-tidal currents, effluent would simply accumulate 
around outfall location CH-B and in nearby Caribou Harbour.  

Accumulation of effluent in the vicinity of an outfall is strongest during slack tides, 
periods of low or negligible currents that occur twice during every tidal period, which is 
approximately 12 hours (the tidal period due to the moon is 12.42 hours and that due to the sun is 
12 hours). The effects of slack tides are most pronounced during neap tides when tidal currents 
are weakest. For example, the maximum neap tidal current is approximately 10 cm/s at outfall 
location CH-B (based on the discussion presented in Section 4.2 below). With this tide, the tidal 
currents will be weaker than 2.5 cm/s for the one-hour period surrounding slack, or for 
approximately two hours (17%) of the entire tidal cycle. During each one-hour slack tide period, 
173 kg1 of suspended solids would be discharged into the ocean from outfall CH-B. The solids 
that were discharged 30 minutes before slack tide would find themselves just 45 meters from the 
outfall, only to be transported back over the outfall again at the end of the next 30 minutes to be 
re-entrained into the outfall plume. This demonstrates the importance of slack tide in the 
accumulation of effluent over an outfall diffuser due to the prolonged periods of relatively weak 
currents, particularly during the neap period of the spring-neap tidal cycle. Furthermore, owing 
to the reduction in vertical turbulent mixing because of the weak currents during slack tides, 
there is a strong potential for the suspended solids in the effluent to settle out of the water 

                                                
1 Based on a concentration of 48 mg/L and effluent flow rate of 1 m3/s, from Table 3.2 of the final study. 
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column and onto the bed in the vicinity of the outfall. The effects of slack tides and the potential 
for settling of suspended solids is not discussed in the Stantec studies.  

Fortunately for the health of coastal ecosystems, non-tidal currents exist to varying 
degrees in all coastal regions. In fact, the tides themselves produce non-tidal currents, much like 
ocean swell waves produce rip currents that have no wave-like signature. Non-tidal currents that 
are produced by the tides are generally smaller than other non-tidal currents in the region, such 
as wind-driven, river-driven, and large-scale ocean currents. While river flows and winds are 
included in the far-field modeling, these effects are not accurately simulated, as discussed in 
Section 3.1 below. There are large-scale ocean currents that are predominantly from the west to 
east in the Northumberland Strait at speeds ranging from 6-9 cm/s (Lauzier 1965). Another non-
tidal current in the region is the counterclockwise circulation around Pictou Island that has been 
observed by local fisherman (MacCarthy and Egilsson 2019). This non-tidal current is likely 
driven by a combination of winds and tides. Although they are important in dictating the far-field 
transport of effluent, these non-tidal currents are regarded as not important and not included in 
the Stantec studies. 
 
3. Review of the far-field modeling 
 
3.1. Two- vs. three-dimensional modeling 
 
The MIKE 21 model employed in the far-field simulations is not appropriate because it is two-
dimensional and does not represent important three-dimensional processes in the region, such as 
wind-driven circulation and density effects arising from freshwater flows from rivers. A more 
appropriate model like MIKE 3 would need to be used to account for these effects.  
 
The MIKE 21 model employed by Stantec is a two-dimensional model in that it computes the 
depth-averaged currents at each grid cell in the computational domain. Therefore, it assumes that 
the currents are constant with height above the bed in each grid cell. The three-dimensional 
equivalent of MIKE 21 is the MIKE 3 model (also by DHI), which computes the variability in 
currents as a function of height above the bed. The principal advantage of two-dimensional, 
depth-averaged models is that they are computationally efficient because three-dimensional 
models require addition of grid cells in the vertical direction. In the case of the Stantec 
simulations, a three-dimensional model would require at least 20 layers in the vertical which 
would increase the model runtime by at least a factor of 20. 

Despite its computational efficiency, a two-dimensional model is not appropriate to 
simulate the far-field effluent transport because of the importance of three-dimensional processes 
in the coastal region around Pictou and Caribou Harbours arising from variations in salinity and 
temperature, which affects the density stratification.  Density stratification due to salinity arises 
along coastlines where river inflows bring fresh water into the ocean. Because the river water is 
fresh, it is less dense than the salty ocean, thus inducing vertical variations in the salinity field in 
which the denser, salty water lies beneath the lighter, fresher water above. Temperature 
stratification also exists throughout the oceans since the upper layers tend to be heated by the 
sun, leaving warmer and lighter waters above colder and denser waters. Temperature 
stratification is weakest in winter months when incoming heat is weakest.  

Salinity stratification is more important than temperature stratification in coastal waters 
where river effects can be important.  For example, the top and bottom salinities in the Pictou 
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Road region in July 1995 were 23.7 and 31.2 ppt (parts per thousand by mass), respectively, 
while the top and bottom temperatures were 13.5oC and 14oC, respectively (Preliminary study, 
p. 2.21). This translates to a top-bottom difference in density of 5.8 kg/m3 due to the salinity and 
0.1 kg/m3 due to temperature, using the UNESCO equation of state calculator (UNESCO 1981). 
In December 1998, the salinity stratification at the same location was weaker (top-bottom 
salinity difference of 2 ppt) although the temperature stratification was slightly stronger (top-
bottom temperature difference of 2oC). The salinity stratification generally increases with 
increasing river flow and decreases with tidal flow strength, since tidal currents generate 
turbulence that tends to mix the salinity and temperature field and weaken the vertical density 
stratification. Measurements indicate that the surface salinity near the East River in the Pictou 
Harbour region varied from 20 ppt during low-flow periods to just 5 ppt during high-flow 
periods (Preliminary study, p. 2.21). 

Ocean water is generally stratified in the vertical because density increases with depth, 
with lighter, less dense waters overlying heavier, denser waters. However, in the coastal ocean 
there is also horizontal variability in the salinity-induced density. At a river mouth, the water is 
fresh and there is no vertical salinity stratification, while in the ocean far from the river mouth 
the salinity is high, yet there is also weak vertical salinity stratification. The most important 
effect of this horizontal variability in density is to induce a three-dimensional circulation in 
which fresh, river waters flow seaward over denser ocean waters which flow landward. In 
addition to the implications for the near-field transport (See Section 4.2 below), the implication 
for far-field transport is that effluent may be transported into the harbours with the landward-
flowing denser currents. This effect is accentuated in deeper waters, implying that it will be 
stronger in Pictou Harbour (which also has higher freshwater flows), although the shipping 
channel in Caribou Harbour can act as a conduit to transport effluent-rich ocean waters into the 
harbour. 

A second three-dimensional effect that cannot be captured by a two-dimensional model is 
related to the winds. When aligned with the main axes of Pictou or Caribou Harbours, winds will 
drive currents downwind along the shallow edges while the flow in the central, deeper portions 
will be driven upwind. Since the dominant westerly winds (August-April2) in the region are 
generally aligned with the main axes of the harbours, they have the potential to drive surface 
effluent seaward and that at depth into the harbours. Wind-driven circulation is typically not as 
strong as that driven by the rivers or tides, although it can be important during periods with neap 
tides and low river inflows. 
 A two-dimensional model also cannot capture the variability of the effluent with depth. 
The assumption of two-dimensionality in the effluent field is reasonable when the three-
dimensional effects in the flow field are relatively weak. In fact it is possible to approximate 
some three-dimensional processes quite well with a two-dimensional model, such as a process 
known as shear-flow dispersion.  Because of bottom friction, currents are slower near the bed, 
and if there is wind-driven circulation, the currents may be stronger near the surface.  Therefore, 
tracers3 that are in regions of the water column with slower-moving currents will be transported 
more slowly in the horizontal than those in the faster-moving regions of the water column. This 
process can be thought of as horizontal dispersion of the tracer field because it is spreading 
horizontally, and can be approximated reasonably well in a two-dimensional model with a shear-

                                                
2 https://weatherspark.com/y/28559/Average-Weather-in-Pictou-Canada-Year-Round 
3 A tracer is a substance that is transported passively with the flow without buoyancy effects. 
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flow dispersion coefficient. The MIKE 21 model includes many approximations like this to 
account for three-dimensional effects in the two-dimensional transport module, although these 
were not employed in the Stantec studies (Preliminary study Table 2-1; Final study Table 2-11: 
“No decay and no dispersion in the particle tracking module”). Indeed, these approximations are 
not suitable for estuarine environments given that they work best in riverine environments that 
are weakly stratified, weakly wind-driven, and lack tidal influence. 

Regardless of the influence of dispersion on the two-dimensional transport, the lack of 
vertical variability in the modeled tracer prevents simulation of an effluent that in reality can 
vary quite strongly in the vertical. The proposed effluent will typically be less dense than the 
receiving waters (it is both fresher with a total dissolved solids concentration, or salinity, of 1-
4 kg/m3, and warmer, with a winter temperature of 25oC and summer temperature of 37oC; 
Preliminary report p. 3.54). Therefore, if the receiving waters are sufficiently salty and cold (See 
Section 4.2 below) the effluent is expected to rise to the surface and propagate as a surface plume 
that is just 1-2 m thick based on the CORMIX near-field results in the Stantec studies. 
Furthermore, the depth at which the plume propagates is not necessarily at the surface, 
particularly under high flow conditions in which the effluent may be more dense than the 
receiving waters (See Section 4.2 below). Therefore, it is possible that the effluent could be 
driven in a direction that is opposite to that in a two-dimensional model if a three-dimensional 
model were used.   

In summary, while three-dimensional effects may not be important during some periods 
of the year, such as during periods of low river flows and weak winds, in general a three-
dimensional model is needed to accurately simulate the far-field fate and transport of effluent 
from the proposed discharge locations. Indeed, the MIKE 21 manual (Page 2 of DHI 2017) 
states, “In water bodies with stratification, either by density or by species (ecology), a 3D model 
should be used. This is also the case for enclosed or semi-enclosed waters where wind-driven 
circulation occurs.” One might argue that three-dimensional models take too much time to run 
because of the need to include many grid points in the vertical. However, the Stantec final study 
employed a computational mesh with 24,645 grid cells (15,872  were employed in the 
preliminary study). Three-dimensional effects would be resolved with reasonable confidence 
using 20 or more grid cells in the vertical, which would result in 492,900 grid cells in three 
dimensions. This problem size is well within the reaches of a model like MIKE 3 using modern 
desktop computers and is relatively low compared to the problem size in other modeling studies 
in which three-dimensionality is important, both for consulting and academic projects (see, e.g. 
MacWilliams et al. 2008). Therefore, Stantec should have used a three-dimensional model like 
MIKE 3 because the circulation in the region is highly three-dimensional and the computational 
overhead is not restrictive. 
 
3.2. Model setup and forcing 
 
Although rivers and winds are included in the MIKE 21 model, these have no bearing on the far-
field results because the effects of winds and rivers are not correctly reproduced with a two-
dimensional model. Other processes like waves, storm surges, and large-scale currents were 
also not included in the MIKE 21 model even though they are important. Finally, the MIKE 21 
simulations were conducted over a one-month period which is not long enough to assess the 
potential for effluent to accumulate in the harbours over much longer periods.  
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Data from tidal, wind, and river inflow measurements were supplied to the MIKE 21 model 
using standard practices in coastal ocean modeling. However, owing to the two-dimensional 
nature of the model, the winds and river inflows have little to no bearing on the far-field results 
in the studies. Wind and river inflow data could be supplied to a three-dimensional model in a 
similar manner as it was supplied to the MIKE 21 model in the studies, although estimates for 
flows in all rivers and streams would need to be included (only the East River was included). As 
suggested in the Stantec studies, river inflows should be based on stream gauges when available, 
and based on approximations using the relative catchment area when unavailable (the East River 
inflow was inferred from measured flows in the Middle River at the Rocklin hydrometric 
station). With regard to tidal forcing, the standard practice was performed in which the observed 
tides at Wood Islands were reconstructed based on superposition of the most important 
components of the tides (using software such as T_TIDE; Pawlowicz 2002). However, the 
reduction in tidal amplitudes due to large-scale ice cover was not included in the tidal forcing 
(See Section 3.4 below). 

The influence of wind-generated waves and swells were not included in the MIKE 21 
model which is a reasonable assumption, although waves should be included during storms, as 
should the effect of storm surges (See Section 3.4 below). Finally, the west-to-east currents in the 
Northumberland Strait at speeds ranging from 6-9 cm/s (Lauzier 1965) should be included. 
These large-scale currents can have an important impact on transport by flushing a region that 
might otherwise accumulate with effluent without river flows or winds. While this will 
contribute to flushing of the proposed outfall at location CH-B near Caribou Harbour, it will 
drive the effluent southward with the potential to be entrained into Pictou and Boat Harbours. 
This effect is likely to be pronounced with three-dimensional modeling. 
 To evaluate the far-field dilution characteristics of effluent discharged from the proposed 
outfall locations, the MIKE 21 model was run over a total simulation time of one month during 
July 2016 for each outfall. This length of time is not sufficient to evaluate the effects of the 
effluent plumes given that the flow of effluent is not yet in equilibrium over such a short time 
period. The appropriate time period is dictated by the flushing time of the estuaries which can 
take days to months depending on the tides, river flows, winds, and large-scale circulation in 
Northumberland Strait. It is impossible to determine equilibrium from the spatial distributions of 
the effluent dilution factors (such as Figure 2.13 in the final study, showing the spatial 
distribution of the effluent dilution factor from the CH-B discharge location in the vicinity of 
Caribou Harbour after one month), since the effluent may still be accumulating in one of the 
harbours at the end of the month. A quantitative measure would need to be computed to 
demonstrate that the model is in equilibrium. For example, the total effluent mass in each 
harbour would need to be relatively constant in time, at least when averaged over a tidal cycle. 
Variations in forcing from processes that act over intervals that are longer than the tides (e.g. the 
spring-neap cycle, rainfall and associated river flow events, seasonal variations in winds), lead to 
associated slow variations in the effluent transport, and so these would need to be accounted for 
when assessing whether the total mass in the harbours is in equilibrium (see, e.g. Rayson et al. 
2016). 
 In summary, the tides are the only component of the forcing in the far-field simulations 
that have any significant impact on the far-field dilution results. The other components of the 
forcing, including wind, river inflows, waves, storm surges, and large-scale currents are either 
not included or have little to no impact. Accurate representation of all of these effects would 
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need a three-dimensional model that is run for much longer than one month to account for 
possible accumulation in the harbours.   
 
3.3. Model validation 
 
Model validation is an important step in coastal ocean modeling because it demonstrates that the 
far-field model accurately predicts realistic currents, water levels, and other parameters. Not 
only is there no quantitative model validation in the studies, but the comparisons of water levels 
and currents to observations in Pictou Harbour demonstrate that the MIKE 21 model performs 
poorly. Therefore, the MIKE 21 model cannot be used to assess, with any level of confidence, the 
far-field behavior of the effluent discharged from the proposed outfall locations. 
 
Validation is the most important step in coastal ocean modeling because it proves that the model 
is a faithful representation of what is happening in the real world. This gives the user confidence 
to use the model to analyze results obtained during the validation period, but more importantly 
during periods when there is no data so that predictions under a wide variety of scenarios can be 
made. An important component of validation is the availability of appropriate observational 
datasets. For two-dimensional modeling, these datasets should include time series of 
observations of sea-surface height and the east and west components of depth-averaged currents. 
Depending on the instrument, depth-averaged currents can be computed if the instrument 
measures currents throughout the water column (such as an acoustic Doppler current profiler, or 
ADCP), since these measurements can be averaged to produce an accurate representation of the 
depth-averaged currents. However, it is more common to measure currents at a point above the 
bed. If three-dimensional effects are weak, then the depth-averaged model result can be validated 
with the point measurement. Strong three-dimensionality makes it difficult to compare a point 
measurement to the result from a two-dimensional model, which should not be expected to 
produce the correct currents when three-dimensional effects are important. Three-dimensional 
models should be validated with velocity data at different heights above the bed in the water 
column and with time series of salinity and temperature near the bed and free-surface (to assess 
model ability to reproduce the stratification). Since three-dimensional models compute the 
vertical distribution of turbulent mixing, then it is desirable to obtain measurements of turbulence 
to validate the turbulence models. Ideally, models could validate the results of effluent transport, 
although such observational datasets are rare and so this is not common. 
 A common step that is often performed in coastal ocean model validation is what is 
referred to as calibration, in which model parameters that cannot be measured are varied to 
improve the results. Despite the availability of accurate bathymetry datasets, the bed roughness is 
rarely measured although it plays an important role in dictating the resistance by the bed on the 
flow. For example, beds covered with sands or gravels are rougher than beds that are covered 
with silts or muds, and so the resistance over sands and gravels should be higher. Sometimes, the 
roughness may be very large if there are bedforms like sand ripples or dunes. Even the drag by 
vegetation, corals, and kelp is modeled with an effective roughness (Fringer et al. 2019). In some 
cases, the roughness is approximated with knowledge of the distribution of sediments (this was 
accounted for in the near-field CORMIX modeling). However, the bottom roughness is more 
commonly used as a calibration or tuning parameter and varied to give the best match between 
observations and simulations. In the MIKE 21 model, the roughness is represented specifically 
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by the Manning’s roughness parameter, which is used to compute the drag in flows with a free 
surface with given bed roughness properties. 
 After performing the appropriate calibration, it is standard practice to compare 
observations to simulations with quantitative metrics. There are many metrics available in the 
literature, although the most common are the mean error (also known as the bias), root-mean-
square error, the coefficient of determination (“r-squared”) and the lag, which is a measure of the 
time error between the observations and predictions. Another common metric is the skill score, 
which is a measure of the simulation error normalized by a measure of the spread in the 
observations. It is generally agreed upon in the coastal modeling community that a skill score 
greater than 0.65 characterizes excellent agreement between the model and observations (Allen 
et al. 2007). For simulations with tides, it is common to compare the amplitudes and phases of 
observed and modeled tidal constituents of both currents and water levels. These are particularly 
important to show that the model correctly captures the directions and magnitudes of the tidal 
currents. Examples of comprehensive validation of three-dimensional estuarine modeling studies 
can be found in MacWilliams et al. (2008) and Wang et al. (2011).  
 The MIKE 21 validation presented in the preliminary study by Stantec indicates that the 
model performs poorly because there is weak agreement between the simulations and 
observations. The validation is performed by running the model over a period in April 1990 
when observations of water levels and currents in Pictou Harbour are available. Some statistics 
are computed, such as minimum, maximum, mean, and standard deviation, yet these statistics are 
computed separately for the observations and simulations and provide no objective measures for 
comparison like those found in the literature and discussed above. Despite a lack of quantitative 
comparisons, the qualitative comparisons represented by the figures in the preliminary study 
clearly indicate that the agreement between simulations and observations is poor. For example, 
Figure 1 below shows a comparison between simulated and measured water levels in Pictou 
Harbour (Figure 2-8 from the preliminary study). While the agreement in timing of the water 
level is good, most of the high- or low-water levels (indicated by the horizontal blue lines) are 
visibly incorrect. This lack of agreement could be due to wind and river forcing that was omitted 
from the model because of a “…lack of the simultaneous records of wind and river discharge 
during the period of model calibration in April 1990” (Preliminary study, p. 2.27). However, 
wind or flow events would produce disagreement in the tides over the duration of these events 
(over a few days each, such as during April 17-21), not throughout the entire record. 
Furthermore, attributing errors to incorrect forcing implies that the validation period is 
inappropriate because it does not allow for a demonstration of model fidelity through proper 
validation. Comparison of observed and simulated currents in Pictou Harbour in Figure 2-9 of 
the preliminary study shows that the model underpredicts the current speeds by roughly 20% at 
Location #1 and roughly 50% at Location #2, and in some cases by 80%. This level of 
disagreement is unjustifiable. Furthermore, there is no indication that the model correctly 
simulates the direction or timing of the currents since only current speeds are compared.  

The differences between observations and simulations is attributed to “the nature of 
stratified currents through the water column from surface to the seabed, as well as the difference 
in bathymetry between the existing condition and that in 1990” (Preliminary study, p 2.28). If the 
difference is indeed due to stratification effects, then this justifies the need for a three-
dimensional model. Differences in bathymetry would indicate that the choice of the validation 
period is not suitable because the circulation in the region was fundamentally different in 1990 
than it was when the bathymetry datasets were collected over the past decade. Of course, it is 
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always desirable to use more recent observations to ensure that the results are not contaminated 
by differences between the dates in which the bathymetry and flow measurements were made. 
However, a more careful validation procedure and use of an appropriate model should be able to 
indicate whether this is the case and if more recent data is needed. Regardless, the bottom line is 
that simply more observations are needed to prove that the model simulations are accurate. Even 
if the validation indicated that the simulations of currents and water levels in Pictou Harbour 
were excellent, it would be difficult to argue that the model also correctly reproduced currents in 
and around Caribou Harbour unless there were observations of water levels and currents from at 
least one station in that region.  
 In summary, the validation suggests that the model does not correctly predict the 
magnitude, direction, or timing of the currents. Therefore, in addition to a lack of validation in or 
near Caribou Harbour, the results provide no confidence that the model can accurately compute 
the currents and simulate the subsequent far-field fate and transport of the effluent from any of 
the proposed outfall locations. Furthermore, the validation provides no measure of confidence 
that can be ascribed to the predictions of ambient currents or directions at any of the six sites for 
use in the near-field modeling studies (See Section 4.2 below). 

 
Figure 1: (Figure 2-8 from the preliminary study): Comparison of simulated to measured water 

levels in Pictou Harbour during April 1990. The blue horizontal lines were added to indicate 
incorrectly predicted low or high water levels. 

3.4. Model scenarios 
 
The scenarios that were conducted in the studies could only evaluate (unsuccessfully) the effect 
of the tides in a two-dimensional model. Many more scenarios are needed using a three-
dimensional model to assess the potential impacts of winds, river inflows, large-scale currents in 
the Northumberland Strait, waves, storm surges, and ice during winter. 
 
The far-field model scenarios in the studies were carried out with environmental conditions that 
are stated to minimize mixing of the effluent plume, thus producing conservative results. The 
conditions include use of “smaller tidal ranges, warmer ambient waters, less wind-driven surface 
currents, and lower freshwater flows from rivers” (Final report, p. 3). Warmer ambient waters 
during summer are conservative because, “in winter, mixing is effectively enhanced due to the 
larger difference in temperature and salinity (density) conditions” (Final report, p. 3). Wave and 
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storm surge conditions are not included in the model given that “surge tides generate turbulence 
and ultimately provide better and faster mixing conditions” (Answer #2, Response to questions). 

While some of these conditions are indeed conservative, not all are relevant or 
necessarily conservative, particularly in a two-dimensional model. Because the far-field model is 
two-dimensional and there is no vertical density stratification, the far-field plume dynamics are 
insensitive to the density of the effluent plume. Therefore, two-dimensional results should be the 
same for ambient summer or winter temperature conditions. A difference between two-
dimensional effluent transport results in summer and winter could, in principle, be based on 
different initial effluent concentrations derived from the near-field model while taking into 
account the different ambient conditions from observations. However, the discharged effluent 
concentration in the far-field model is arbitrary because the dilution factor is a ratio of the far-
field to discharged effluent concentration, and thus the actual concentration discharged from the 
outfall is irrelevant. A reduction in tidal and wind-driven currents reduces the vertical mixing of 
the plume, although again this has no bearing on the far-field results because the plume is 
vertically well-mixed in the two-dimensional model. However, different tidal conditions affect 
the tidal dispersion in the two-dimensional model and thus the tides have a significant impact on 
the far-field results. Wind-driven currents also affect the far-field results, but these effects are 
weak in a two-dimensional model since it does not account for wind-driven recirculating 
currents. Smaller river inflows may also be more conservative because they would be less likely 
to flush effluent out of the harbours. However, wind and river inflow effects can only be 
correctly simulated with a three-dimensional model, since both winds and river inflows can 
transport effluent into the harbours (See Section 3.1 above). Finally, while waves and storm 
surges indeed provide more mixing and dilution in the near-field, the surge has the potential to 
transport offshore effluent into the harbours, thus it may potentially be less conservative in terms 
of far-field transport.  
 Ice plays a significant role in the circulation and far-field effluent transport in coastal 
areas like Pictou and Caribou Harbours, yet its effects were not incorporated into the MIKE 21 
model in the Stantec studies. While there are frameworks that can couple a model for ice 
formation and melting to a model like MIKE 21 (e.g. Kusahara and Hasumi 2013), it is possible 
to approximate the effects of ice sheets by imposing friction at the ice-water interface in the 
circulation model that impedes the flow of water due to the friction from the ice (Georgas 2012). 
In smaller domains like those in the Stantec studies, in addition to friction from the ice, the tidal 
boundary conditions must be altered to account for the significant reduction in tidal amplitude 
due to ice cover over the Gulf of St. Lawrence (Smith et al. 2006). Alternatively, these boundary 
conditions must be obtained from data measured during winter when there is large-scale ice 
cover. In shallow areas, the flow may be completely blocked when ice freezes over the entire 
water column, in what is referred to as “fast ice” by fishermen in the Pictou area (MacCarthy and 
Egilsson 2019). In the final Stantec study (p. 3), it is indicated that a winter scenario and the 
associated effects of ice are not considered because “the presence of ice cover would increase 
turbulence at the ice/water interface by providing resistance to the ambient water currents, 
resulting in higher mixing and dilution”. Indeed, higher mixing and dilution may take place and 
can be modeled in the near field with CORMIX, but turbulent mixing at the ice/water interface is 
not accounted for in the far-field model because it is two-dimensional. Instead, the effect of ice 
in the far-field model is to reduce the magnitude of the currents and reduce the potential for far-
field dilution. Therefore, a winter model run with extensive ice cover and appropriate boundary 
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conditions is needed to represent a worst-case scenario for the far-field dispersion despite the 
substantial initial dilution of the strongly buoyant effluent during this period. 

Overall, the scenarios in the Stantec reports do not reproduce the impact of different 
physical processes over the course of the year on the effluent transport in the region. In its 
current form, the far-field model can only be used to simulate the influence of tides on the far-
field dispersion of the effluent plumes during low flow and low wind conditions in the absence 
of ice and large-scale currents. To obtain a good understanding of all of the possible scenarios 
that might impact the far-field transport, a three-dimensional model would need to be run under 
scenarios that demonstrated the effects of (1) strong/weak winds, (2) strong/weak river flows, (3) 
with/without ice cover (including the associated weaker tidal forcing and possibly fast ice), and 
(4) with/without large-scale currents through the Northumberland Strait. In each of these 
scenarios, the model would need to be run for at least as long as the flushing time to ensure that 
the far-field effluent field reaches equilibrium. If the flushing time is not much longer than a 
spring-neap tidal cycle, then additional scenarios would need to be run to understand the impact 
of strong (spring) vs. weak (neap) tides. The freshwater inflows would need to include all 
possible rivers and effluent from municipal wastewater treatment plants, given that the worst-
case scenario may include freshening of the receiving waters to a point that significantly impacts 
the near-field dilution (See Section 4.2 below). Finally, storm surge scenarios would need to be 
studied given the possibility of strong waves and surges in the region, which could lead to 
significant accumulation in the harbours. 
 
3.5. Results 
 
The particle tracking module in MIKE 21 over-approximates the far-field mixing and dilution 
because of the assumption of uniformly distributed effluent mass throughout the volume of each 
grid cell. This gives the best-case scenario because it mixes the effluent from a point discharge 
completely over the water column, thus eliminating the possibility of higher concentrations 
confined to near-surface or mid-water layers of effluent. As a result, the assessment by Stantec 
that the far-field dilution factors for most of the region surrounding site CH-B are above 100 at 
the end of the one-month simulation period is overly optimistic. Accounting for vertical 
variability in the plume could lead to much smaller dilution factors but this would require a 
three-dimensional model. Dilution factors are also over-approximated in Caribou Harbour 
because the simulations are not run for long enough time to allow for accumulation of effluent in 
the harbour due to tidal dispersion.  
 
As they are presented in the reports, the far-field modeling results provide only qualitative, and 
in some cases misleading, information about the far-field fate and transport of effluent from the 
proposed outfalls. The focus of this section is on Figures 2.5-2.13 in the final study, which depict 
extremely low concentrations of the effluent field around site CH-B. For example, in Figure 2.5 
there is a small patch of effluent located over the outfall which appears to have a concentration 
of 2-3 mg/L. It is hard to imagine how the concentration of the effluent from the outfall could 
have diluted by nearly a factor of 50 (from 100 mg/L) even though this figure depicts the 
concentration field at slack tide during a neap tidal cycle. As discussed in Section 2.2 above, 
during slack tide we expect higher concentrations due to buildup of effluent because currents are 
too weak to induce any significant transport away from the outfall. Higher effluent 
concentrations are also expected because turbulent dispersion is ignored in the particle tracking 
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module of MIKE 21 to promote conservative dilution factors. It is possible that a diluted 
concentration from the outfall is imposed in the far-field model based on the near-field modeling 
results, although an arbitrary concentration of 100 mg/L is assumed given that the relative 
concentration is of interest.   

The low concentrations in the figures can be explained by the particle tracking module 
that is used to transport effluent in MIKE 21. In the particle tracking module, the outfall is 
modeled as a point source from which particles with a given amount of mass are released at 
specified time intervals. After being released, the particles are transported by currents computed 
with the MIKE 21 hydrodynamic module. In the Stantec final study, the mass flow rate from the 
outfall is given by 0.1 kg/s, based on the assigned concentration of 100 mg/L and flow rate of 
1 m3/s. Therefore, if we assume that one particle is released from the outfall every hydrodynamic 
time step of 60 s (the details of how often particles are released are not provided, although this is 
a safe assumption), then it must be assigned a mass of 6 kg. It is possible to release particles at 
shorter intervals or multiple particles at each time step, with mass divided equally among the 
particles to ensure the same prescribed mass flow rate of 0.1 kg/s. However, there would be no 
difference between transport of a single particle and a group of particles because particles in a 
group do not spread over time due to a lack of turbulent dispersion, which is ignored by Stantec 
in the particle tracking simulations. In addition to a lack of dispersion, there is no decay assigned 
to the particles in the Stantec studies, and hence the mass of each particle remains fixed during 
the simulations.  

To convert the distribution of particles to a concentration field on the hydrodynamic grid, 
the total mass in each grid cell (which is the sum of the masses of all of the particles in each cell) 
is divided by the volume of the grid cell. Assuming the grid resolution around site CH-B is 
approximately 25 m (based on the mesh shown in Figure 2.3 in the final study), then the volume 
of the prismatic grid cell containing the point release at the location of outfall CH-B is 
approximately 6000 m3, based on a depth of 20 m and cross-sectional area of approximately 
300 m2. The minimum concentration in this cell can be estimated by assuming it is empty and 
then filled with 6 kg of effluent after one 60-s time step. Since it is assumed that this mass is 
uniformly distributed over the cell volume, the resulting effluent concentration will be 1 mg/L, 
implying a dilution factor of 100 relative to the assumed inflow concentration of 100 mg/L. This 
shows that conversion of the particle mass to a concentration field results in artificial mixing of 
the effluent, giving rise to effective mixing and dilution that depend to great extent on the mesh 
resolution, depth, and details of the particle release at the outfall (i.e. particle release time 
interval, mass per particle, number of particles per interval). Although these details are not 
provided in the Stantec studies, it is clear that much of the far-field dilution is an artifact of the 
way in which the concentration fields are calculated. 

The artificial dilution arising from two-dimensional particle tracking simulations like that 
in the MIKE 21 model is a common feature of coastal ocean modeling. It is possible to reduce 
the dilution by increasing the particle release rate or by decreasing the grid size. However, 
decreasing the grid size is often difficult given computational constraints associated with far-
field studies on grids that are finer than those in the Stantec studies. Regardless of grid resolution 
or the details of the particle tracking module, conclusions about far-field mixing and dilution 
derived from particle tracking results in a two-dimensional model should take the inherent 
overestimation of  mixing and dilution factors into account. In this regard, Figures 2.5-2.13 in the 
final study cannot be used to conclude that the environmental impacts of the effluent from outfall 
CH-B are negligible simply because the dilution factor is at least 100 in most of the domain at 
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the end of the 1-month period. Instead, these dilution factors represent the best-case scenario in 
which the effluent is mixed over the water column instantaneously upon being released from the 
outfall. Owing to the buoyant nature of the near-field plume and other three-dimensional effects, 
the effluent could be confined to a layer much smaller than the depth (as discussed in Section 
3.1). As indicated by the near-field modeling results in the final study, this layer can be as small 
as 1-2 m, which would lead to a reduction in the dilution factor in the region surrounding the 
CH-B outfall by a factor of 10 or more because the effluent is not completely mixed over the 
water column. A three-dimensional model would be able to account for the vertical variability of 
the effluent plume through use of the near-field model to inform the vertical variability in the 
vicinity of the outfall. This would reduce the artificial dilution associated with the assumption of 
complete mixing over the water column in a two-dimensional model. 

An additional perplexing aspect of Figures 2.5-2.13 in the final study is that they appear 
to depict transport of patches created by pulses of effluent discharges rather than trails of effluent 
emanating from the continuous-in-time discharge at outfall CH-B. Examples of such an effluent 
field showing trails emanating from the outfall locations are depicted in Figures 2-20 and 2-21 
from the preliminary study, which show the effluent concentration field surrounding sites Alt-C 
and Alt-D near Pictou Harbour. Effluent trails are not visible around site CH-B in Figures 2.5-
2.13 from the final study because the overestimated dilution due to the particle tracking module 
produces concentrations in the trails that are too low to be visible with the given color scale. 
Instead, higher-concentration patches (that also have artificially low concentrations) oscillate 
with the tides while slowly propagating away from the outfall with the weak non-tidal flow 
produced by the tides (see Section 2.2 for a discussion of tidal vs. non-tidal flows). While these 
simulations indicate that there is some dilution of the effluent patches since their concentrations 
decay in time, the dilution is representative of the best-case scenario when compared to the 
effluent concentration at the outfall of 100 mg/L.  

Another process that is likely reducing dilution factors but is not represented in the 
simulations is accumulation in Caribou Harbour. Figure 2.11 in the final study clearly shows a 
patch of effluent in the harbour at slack high tide, indicating that it was transported into the 
harbour during the previous flood tide. Although the patch appears to be leaving the harbour 
during the subsequent ebb tide (Figure 2.12 in the final study), tidal dispersion is expected to 
transport effluent into the harbour over many tidal cycles. Furthermore, although inclusion of 
turbulent dispersion in the particle tracking module would act to dilute the patches, it would 
accentuate the tidal dispersion and promote transport into the harbour, thereby reducing the 
dilution in the harbour after many tidal cycles. As discussed in Section 3.4, accumulation in 
Caribou Harbour would need to be quantified with simulations that were run for sufficient time 
to demonstrate that the effluent mass in the harbour was not changing in time. 

In summary, when computing concentration fields from the particle tracking results, 
uniform and instantaneous mixing over the grid cell volumes leads to artificially low 
concentrations and high dilution factors associated with far-field effluent transport from site CH-
B. While it is impossible to eliminate this effect, it can be thought of as the best-case scenario in 
which the outfall plume is uniformly mixed over the water column. As demonstrated by the near-
field modeling results in the Stantec studies, this is clearly not the case. Instead, the plume is 
typically confined to a smaller region in the water column, which implies a much smaller 
dilution factor when compared to that arising from assuming a uniform effluent concentration 
over the depth. The artificially low concentrations and high dilution factors produce far-field 
effluent concentrations in the region surrounding the CH-B outfall after a month-long simulation 
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that are greater than 100, which is an overly optimistic result. The artificial dilution eliminates 
most of the visible effluent in the figures except for a few small patches that oscillate with the 
tides. Some of these are transported into Caribou Harbour, indicating the potential for 
accumulation in the harbour due to tidal dispersion, an effect that should be assessed with 
simulations over much longer time periods than the 31-day simulations conducted in the final 
study. 
 
4. Review of the near-field modeling 
 
4.1. Overview of CORMIX 
 
The CORMIX model was used to compute the three-dimensional effluent concentration field in 
the near-field mixing zone, which is generally defined as the region within 100 m of the outfall. 
Near-field mixing involves detailed flow and turbulence processes over length scales that are 
much smaller than the grid in the far-field model. Therefore, they cannot be simulated with 
MIKE 21 and must be modeled with a near-field model like CORMIX.  According to the 
CORMIX model, the “near-field” is defined as the region between the outfall and the point at 
which the buoyant plume interacts with a boundary, which can be the bed, the free surface or 
some intermediate layer in the water column. In this near-field region, the plume dynamics are 
initially dictated by the high velocity flow and turbulence emanating from the outfall ports which 
rapidly mix the effluent with ambient waters. Once the high momentum fluid has decelerated 
(typically within 5-10 meters of the outfall ports), buoyancy-driven turbulence and mixing take 
over as the plume rises to the surface or at some point in the water column where the plume 
density matches the density in the water. This could be the thermocline (a point below the 
surface that separates the warmer, surface waters from the colder, bottom waters) or the halocline 
(a point at which fresher river waters are separated from the denser, saltier ocean waters below). 
After reaching the surface or intermediate layer, subsequent dynamics are referred to as the “far-
field” zone in CORMIX. In this zone, the plume is transported by the ambient currents while 
spreading laterally due to weaker buoyancy effects. Once the density of the plume mixes with 
that of its surroundings, it propagates as a passive plume (i.e. no longer spreading due to 
buoyancy) with the ambient currents while spreading laterally and horizontally due to the 
ambient turbulence. This stage of plume development is modeled in CORMIX in a way that is 
similar to how it would be modeled under similar ambient conditions in a three-dimensional 
circulation model like MIKE 3. 
 The CORMIX model predicts the shape of the near-field plume in three dimensions 
based on the relatively complex geometry of an outfall diffuser, including the ability to specify 
different numbers of ports and the specific geometry of how they are attached to the diffuser pipe 
resting on the bed. Because CORMIX solves for the plume characteristics in a much smaller area 
and over much shorter time periods when compared to those in the far-field model, the 
characteristics of the flow needed to drive CORMIX are much simpler than the boundary 
conditions needed to drive the MIKE 21 model. As a result, parameters in CORMIX are 
generally not tuned, unlike the far-field modeling which requires tuning of, for example, the 
bottom roughness to improve agreement between observed and simulated currents (See Section 
3.3 above).  Furthermore, validation of CORMIX results is generally not required given that, at 
least under the scenarios that can be simulated with the CORMIX package, we expect the model 
to produce a good approximation of the near-field dynamics. The downside to this simplicity is 
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that the results depend critically on choosing the effluent and ambient parameters that are 
representative of realistic worst-case conditions that would give the least amount of near-field 
dispersion and thus representative of the most conservative design scenario. As discussed in the 
next section, the receiving water conditions do not represent worst-case scenarios. 
 
4.2. Near-field results at location CH-B 
 
The receiving water current and ambient density field supplied to the CORMIX model to predict 
the near-field mixing and dilution at site CH-B are not representative of worst-case scenarios 
because the current is too strong and the ambient density is too high. This gives an over-
prediction of the mixing and near-field dilution within the 100-m mixing zone surrounding site 
CH-B. The near-field effluent concentrations are expected to be higher, particularly during 
periods of high river inflows and when the tidal currents are weaker, such as during neap tides 
or when there is winter ice cover. 
 
In the final study, two scenarios for the near-field mixing at site CH-B were conducted. The only 
difference between the two scenarios is the use of one port in the diffuser in the first scenario and 
three ports in the second. The dilution factor for the three-port design was roughly twice as large 
as that for the one-port design 100 m from the outfall (Table 3.4 in the final study).  The three-
port design at site CH-B had a dilution factor that was roughly 30% larger than the six-port 
design at site Alt-D (Table 4.1 in the final study shows results from site CH-B obtained in the 
final study and results from site Alt-D, which are repeated from the preliminary study). Despite 
the likely increase in the dilution factor at CH-B with six ports, it was concluded that the three-
port design had a favorable seabed footprint with a lower potential to interact with the seabed 
than the six-port design, and hence the six-port design was not evaluated at site CH-B.  Given the 
incorrect estimates of the worst-case currents and receiving water density discussed below, 
studies need to be conducted with three- and six-port designs to understand their characteristics 
under worst-case scenarios, particularly in the presence of vertical density stratification of the 
water column.   
 The inputs to the CORMIX model that have the most significant impact on the near-field 
mixing in the final study are the effluent flow rate and density and the ambient tidal currents and 
density. The effluent flow rate was fixed at the annual average rate of 0.98 m3/s, while the 
effluent salinity was assumed to be 4 g/L = 4 kg/m3, the densest value in the reported range of 1-
4 g/L.  The effluent temperature was reported to be 25oC in winter and 37oC in summer. The 
summer effluent temperature was chosen under the assumption that the plume would be least 
buoyant in summer when the receiving waters were at their warmest. The values chosen for the 
effluent salinity and temperature are stated to give an upper bound for its density, thus giving a 
conservative estimate for the dilution because more buoyancy-driven mixing is expected to take 
place if the effluent is less dense than the receiving waters. Using the UNESCO equation of state 
(UNESCO 1981), a salinity of 4 kg/m3 and temperature of 37oC give an effluent density of 
996 kg/m3, the value used in the final study.  

A key assumption in the CORMIX model is that the ambient currents are steady. 
Therefore, approximations are needed when applying CORMIX to tidal flows that are unsteady 
in that the ambient currents flowing past the outfall vary in magnitude and direction over the 
tidal cycle. When currents are weak, the effluent accumulates above the outfall and dilution is 
poor. However, the worst-case scenario occurs roughly one hour before or after slack tide when 
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currents are weak yet sufficient to re-entrain the effluent that was recently transported away from 
the discharge location in the opposite direction before slack tide. CORMIX requires information 
about the tidal period and peak currents and the magnitude of the ambient currents one hour 
before or after slack tide in order to provide an estimate of the worst-case scenario.  The 
CORMIX manual (Page 33 of Jirka et al. 1996) also recommends that additional scenarios be 
conducted with tidal currents at intervals of one or two hours at different stages of the tidal cycle 
to ensure that all possible scenarios are analyzed.  

Based on the information provided in the preliminary and final studies, the ambient 
current supplied to the CORMIX model does not represent the worst-case mixing scenario. The 
preliminary report mentions the use of tidal information in the CORMIX simulations, stating 
that, (p. 3.54) “The results are presented for a time step corresponding to 1 hour before slack tide 
conditions.” However, in the final report only average (10 cm/s) and maximum (27 cm/s) tidal 
currents are supplied based on MIKE 21 simulations in July 2016 at site CH-B. There is no 
mention of the tidal current speed expected within one hour of slack tide, as needed for the 
worst-case calculation in CORMIX. Furthermore, simulations are not conducted during different 
phases of the tidal cycle as suggested in the CORMIX manual. These would demonstrate the 
impact of current speed and direction on the dilution factor. The direction, in particular, could 
impact the effect of the diffuser and port alignment relative to the oscillatory flow. An important 
implication of the worst-case slack tide is that suspended solids may settle onto the bed within 
100 m of the outfall because of the weak currents, as discussed in Section 2.2 above. This 
possibility is not mentioned or modeled in the Stantec studies. 

Regardless of whether the details of the tide are incorporated into CORMIX, the ambient 
currents applied to CORMIX in the final study are too large to represent a worst-case scenario. 
Based on Figure 2-14 in the preliminary report, which shows the Northumberland Strait water 
levels over the 31-day MIKE 21 simulation period, the weakest neap tide on July 14 has a tidal 
range of 0.6 m, which is more than three times smaller than the strongest spring tidal range of 
2 m on July 5. Therefore, the average and maximum tidal currents used in the CORMIX 
scenarios are much larger than they would be in the worst-case scenario because they are 
impacted by the large spring tides. A more conservative, worst-case tide would be given by the 
weakest neap tide during the period, since the weaker currents would have significantly less 
near-field dilution than the average tide over the 31-day period. It is important to note that, given 
the insufficient far-field model validation presented in Section 3.3 above, the simulations of the 
currents at CH-B may not be representative of the actual currents. This implies that if the 
currents are underpredicted in Pictou Harbour, they will not necessarily be underpredicted at site 
CH-B, and therefore it is not valid to justify use of inaccurate far-field model results based on the 
notion that the errors would lead to a more conservative worst-case scenario. 

The ambient density field supplied to the CORMIX model is equally as important as the 
ambient currents. Estimates of the ambient density of the receiving waters were based on 
observations because the far-field model is two-dimensional (See Section 3.1 above). However, 
because observations of temperature and salinity at site CH-B were not available, the ambient 
density was based on observations in the Pictou Road region in August 2014 and September 
2006 (Appendix B, Preliminary study). In principle, this would provide a conservative receiving 
water density given the likelihood that the receiving water salinity, and hence its density, was 
lower in this region due to more inflows into Pictou Harbour than Caribou Harbour. However, as 
discussed below, this is not the case. Using data from Pictou Road region, the receiving water 
density was calculated as 1020 kg/m3 based on a temperature of 17.6oC and salinity of 28 ppt, 
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which are averages of the observations. With these salinities and temperatures, the effluent is 
(1020 kg/m3 − 996 kg/m3) = 24 kg/m3 less dense than the receiving waters. According to Stantec, 
this provides sufficient buoyant mixing to produce far-field dilution factors computed by 
CORMIX that are within established water quality guidelines for the 100-m mixing zone.  
Owing to the strong near-field mixing by the three-port diffuser, the plume interacts with the bed 
up to 25 m away from the outfall. However, the dilution factor of 71 at 10 m indicates this 
should not be a source of concern for this value of the ambient density.  

Rather than using average salinity and temperature values of observations for the 
ambient, a more conservative scenario for the near-field modeling would have been to use the 
freshest and warmest observations in the region, which should be 23 ppt instead of 28 ppt and 
19.4oC instead of 17.6oC (Appendix B, Preliminary study). This would give a receiving water 
density that is 4 kg/m3 less dense than the value used in the final study, yielding a less buoyant 
effluent plume and less near-field dilution. While it is unlikely that the water temperature would 
be much warmer than 20oC in the region, waters warmer than 20oC would contribute much less 
to potential reductions in ambient density than lower salinity values. This is because the density 
can vary by as much as 25 kg/m3 due to the 0-31 ppt salinity range in the region (based on data 
from Galbraith et al. 2014), while it can only vary by 3 kg/m3 due to the 0-20oC temperature 
range. In fact, the salinity value of 28 ppt that was used for the scenario is close to the maximum 
observed salinity in the region of 31 ppt, thus reflecting close to the best- rather than worst-case 
salinity for buoyancy-driven near-field dilution at site CH-B.  A worst-case salinity is likely 
much smaller given that salinity observations in the East River range from 20 ppt during low-
flow periods to as low as 5 ppt during high-flow periods (Preliminary study, p. 2.21).  Lower 
salinity values are also likely near Caribou Harbour, although perhaps not as low given that 
flows into Caribou Harbour are weaker than those into Pictou Harbour. Nevertheless, all inflows 
in the region are expected to lower the salinity of the receiving waters surrounding the proposed 
outfalls in the studies.  

The effect of salinity on the near-field dilution is weakest in winter when inflows are at 
their lowest. Combined with the colder receiving waters, winter ambient density scenarios are 
not needed given their potential to drive more buoyancy-driven turbulence and near-field 
dilution. However, given the weaker tidal currents due to ice cover in winter, scenarios would 
need to be conducted with worst-case winter density values for the ambient and effluent 
combined with model-derived worst-case weak winter tides during the period of peak ice cover.  

In addition to the potential for low salinities to impact the near-field dilution by reducing 
the effluent buoyancy at site CH-B, low salinities indicate the existence of vertical stratification 
in which fresher, river water overlies saltier, denser ocean water. For example, observations in 
the Pictou Road region indicate a top-bottom salinity difference in July 1995 of 7.5 ppt 
(Preliminary study, p. 2.21), which is the dominant driver of the top-bottom density difference of 
5.8 kg/m3 (See Section 3.1 above). The stratification can reduce near-field dilution by trapping 
the effluent in a layer beneath the ocean surface where the density of the effluent matches that of 
the water column. Additionally, the trapping leads to far-field transport at depth rather than at the 
surface, thus having the potential to propagate toward the fresh water source. In the case of site 
CH-B, this would mean transport of the effluent into Caribou Harbour (See Section 3.1 above for 
a more thorough discussion of three-dimensional far-field effects). The CORMIX model has the 
ability to simulate near-field dilution in the presence of vertically-stratified waters, and the 
manual suggests including these effects when the vertical variation in density is greater than 0.1 
kg/m3 (Page 33 of Jirka et al. 1996), significantly smaller than the observed top-bottom density 
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difference of 5.8 kg/m3 mentioned above.  Therefore, worst-case dilution scenarios at CH-B 
should be devised that take into account the potential for low salinity and stratification arising 
from high freshwater inflows in the region. These scenarios would need to be devised using 
results from three-dimensional, far-field modeling. 
 
5. Summary 
 
The MIKE 21 and CORMIX models were used to simulate the distribution of near- and far-field  
effluent discharged from proposed outfall locations in and near Pictou and Caribou Harbours. 
Although there are numerous metrics that are commonly used to validate far-field model results 
like those in the MIKE 21 simulations, these are not calculated in the study. Instead, only 
qualitative comparisons to observations are made, and these indicate that the far-field model is 
poorly reproducing the currents and water levels throughout the domain. Therefore, as it is 
implemented, the far-field model is inaccurate and cannot be trusted to faithfully represent actual 
circulation and transport dynamics in the region. Given the strong three-dimensional nature of 
the circulation and transport dynamics due to the winds and fresh water flows in the region, 
three-dimensional processes are expected to significantly impact the far-field transport. 
Therefore, the two-dimensional MIKE 21 model is not appropriate for use in this study.  
 In addition to the inaccurate nature of the far-field model, the scenarios that are presented 
are not representative of the multitude of processes that can impact the far-field circulation and 
effluent transport. While there is some qualitative evaluation of the impacts of tidal currents on 
the far-field fate of the effluent, the two-dimensional nature of the MIKE 21 model makes it 
impossible to predict the effects of strong winds or strong river inflows, effects that can 
significantly impact the far-field dynamics. For example, freshwater flows and wind-driven 
circulation can drive effluent into Caribou Harbour from site CH-B, leading to more 
accumulation than what might be predicted by the two-dimensional model. Furthermore, 
although near-field dilution may be accentuated in winter owing to the stronger temperature 
difference between the effluent and receiving waters, there is no assessment of the potential 
worst-case winter scenario in which reduced tidal currents due to ice cover may significantly 
reduce both near- and far-field dispersion. Similarly, while the turbulence and mixing due to 
storm surges and waves would likely increase near-field dilution, there are no simulations 
conducted to assess their impact on far-field transport, including the potential for accumulation 
of effluent in the harbours. Finally, the simulations are not conducted over sufficiently long time 
periods that are needed to ensure that the simulated far-field dilution factors are in equilibrium, 
making it impossible to assess the potential for accumulation of effluent in regions of the domain 
with weaker dispersion and flushing, such as the harbours.  

Qualitative representation of the far-field dilution dynamics around site CH-B in the 
figures indicates fundamental inconsistencies with how the effluent concentrations are being 
computed and interpreted. The concentrations are unphysically low because the model assumes 
uniform effluent concentrations within each grid cell. This leads to an over-approximation of the 
far-field mixing and dilution and overly optimistic conclusions about the far-field dilution factors 
in the vicinity of the outfall at site CH-B, which are reported to be above 100 in most of the 
region after a one-month simulation. In reality, the effluent concentrations can vary significantly 
in the vertical, since effluent plumes can be confined to layers near the surface or mid-water, 
leading to higher concentrations and smaller, more realistic dilution factors. Due to the artificial 
dilution, trails of effluent emanating from the outfall are not visible in the figures because their 
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concentrations are too small to appear with the given color scale. Instead, small patches of 
effluent oscillate with the tides, with some propagating into Caribou Harbour. These indicate the 
potential for accumulation of effluent in Caribou Harbour by tidal dispersion, an effect that can 
only be captured with simulations that are run over much longer time periods. 

Based on the near-field results obtained with the CORMIX model in the final study, 
Stantec concluded that the dilution factors near the outfall located at site CH-B are within 
established water quality guidelines for the 100-m mixing zone. However, the ambient currents 
and densities supplied to CORMIX are not representative of worst-case near-field dilution 
scenarios. The currents are based on the average and peak tidal currents at site CH-B over the 31-
day simulation period, which are too high because the data include two spring tides. A worst-
case tidal current would be better represented by a neap tide during this period, which has 
smaller currents and is therefore expected to induce less near-field dilution, particularly when 
accounting for accumulation during slack tide. Weaker tidal currents due to winter ice cover 
further reduce the potential for near-field dilution, although this scenario is also not investigated. 
Finally, despite the potential for settling of suspended solids during slack tides within 100 m of 
the outfall, this is not mentioned in the Stantec studies.  

In addition to the overestimated tidal currents, the ambient density supplied to CORMIX 
is also not representative of a potential worst-case scenario. The salinity used to compute the 
receiving water density is more representative of the maximum salinity in the region, which 
gives an effluent that is far too buoyant and thus an overprediction of the near-field buoyancy-
driven mixing and dilution. The worst-case salinity, and hence receiving water density, should be 
much lower given the potential for high river flows to reduce the salinity in the region. 
Furthermore, high river flows would produce vertical salinity stratification or layering in which 
fresh water overlies salt water, an effect that can be included in the CORMIX model and further 
acts to reduce near-field dilution.  
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Shaun Johnston, S. Legg, I-H. Lee, R.-C. Lien, M. J. Mercier, J. N. Moum, R. Musgrave, J.-
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65. S. M. Jachec, O. B. Fringer, M. G. Gerritsen, and R. L. Street, 2006, "Numerical simulation 
of internal tides and the resulting energetics within Monterey Bay and the surrounding area", 
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Refereed Conference/Symposia Proceedings 

1. B. Wang, O. B. Fringer, and M. T. Stacey, 2012, “Interpreting the mixing efficiency from 
two-equation turbulence closure models”, Proceedings of the 3rd International Symposium 
on Shallow Flows, Iowa, USA. 

2. V. P. Chua, and O. B. Fringer, 2012, "Impact of tidal dispersion and time scales on 
numerical diffusion in unstructured-grid estuarine modeling", Proceedings of the 3rd 
International Symposium on Shallow Flows, Iowa, USA. 

3. M. D. Rayson, N. L. Jones, G. N. Ivey, and O. B. Fringer, 2011, “Internal hydraulic jump 
formation in a deep water, continuously-stratified, unsteady channel flow”, 7th International 
Symposium on Stratified Flows, Rome. 

4. O. B. Fringer and B. Wang, 2010, "Analysis of stratified flow and separation over complex 
bathymetry in a field-scale estuarine model ", Proceedings of the 2010 DoD HPCMP Users 
Group Conference, IEEE Computer Society, 171-176, (invited), Schaumburg, IL, USA, 
doi:10.1109/HPCMP-UGC.2010.14 

5. S. K. Venayagamoorthy, O. B. Fringer, J. R. Koseff, and R. L. Naylor, 2009, "Simulations of 
aquaculture dissolved waste transport in near-coastal waters", Proceedings of the ASCE 
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10.1061/41036(342)295, Kansas City, MO, USA. 

6. R. Q. Wang, A. W. K. Law, E. E. Adams, and O. B. Fringer, 2009, “The determination of 
formation number for starting buoyant jet”, Proceedings of the 2nd International Symposium 
on Computational Mechanics (ISCM II) and 12th International Conference on Enhancement 
and Promotion of Computational Methods in Engineering and Science, AIP Conference 
Proceedings, v. 1233, 1636-1641.  doi: 10.1063/1.3452156, Hong Kong. 

7. R. Q. Wang, A. W. K. Law, E. E. Adams and O. B. Fringer, 2009, "Large-Eddy Simulation 
of Starting Buoyant Jets", Proceedings of the 33rd International Association of Hydraulic 
Engineering and Research (IAHR) Biennial Congress, Vancouver, Canada. 

8. O. B. Fringer and Z. Zhang, 2008, "High-Resolution Simulations of Nonlinear Internal 
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Conference, 2008, DOD HPCMP, 43-46.  doi: 10.1109/DoD.HPCMP.UGC.2008.46, Seattle, 
WA, USA. 

9. Y.-J. Chou and O. B. Fringer, 2007, "Modeling Sediment Suspension in High Reynolds 
Number Flow Using Large Eddy Simulation", Proceedings of the 5th International 
Symposium on Environmental Hydraulics, Tempe, AZ, USA. 

10. M. F. Barad and O. B. Fringer, 2007, "Numerical simulations of shear instabilities in open-
ocean internal gravity waves", Proceedings of the 5th International Symposium on 
Environmental Hydraulics, Tempe, AZ, USA. 

11. S. K. Venayagamoorthy, O. B. Fringer, J. R. Koseff, and R. L. Naylor, 2007, "Simulations of 
mixing and transport of dissolved wasted discharged from an aquaculture pen", Proceedings 
of the 5th International Symposium on Environmental Hydraulics, Tempe, AZ, USA. 
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12. B. Wang and O. B. Fringer, 2007, "Modeling the dynamics of the Snohomish River Estuary 
with a finite volume, unstructured-grid parallel coastal ocean simulator", Proceedings of the 
5th International Symposium on Environmental Hydraulics, Tempe, AZ, USA. 

13. Z. Zhang and O. B. Fringer, 2006, "A Numerical Study of Nonlinear Internal Wave 
Generation in the Luzon Strait", Proceedings of the 6th International Symposium on 
Stratified Flows, pp 300-305, Perth, Australia. 

14. M. F. Barad, O. B. Fringer, and P. Colella, 2006, "Multiscale simulations of internal gravity 
waves", Proceedings of the 6th International Symposium on Stratified Flows, pp 722-727, 
Perth, Australia. 

15. S. M. Jachec, O. B. Fringer, M. Gerritsen, and R. L. Street, 2006, "The Three-Dimensional, 
Time-Dependent Nature of Internal Waves Entering Monterey Submarine Canyon", 
Proceedings of the 6th International Symposium on Stratified Flows, pp 294-299, Perth, 
Australia. 

16. S. K. Venayagamoorthy and O. B. Fringer, 2006, "The dynamics of breaking internal 
gravity waves over a shelf break", Proceedings of the 6th International Symposium on 
Stratified Flows, pp 384-389, Perth, Australia. 

17. O. B. Fringer, E. S. Gross, M. Meuleners, and G. N. Ivey, 2006. "Coupled ROMS-
SUNTANS simulations of highly nonlinear internal gravity waves on the Australian 
northwest shelf", Proceedings of the 6th International Symposium on Stratified Flows, pp 
533-538, Perth, Australia. 

18. S. M. Jachec, O. B. Fringer, M. Gerritsen, and R. L. Street, 2006. "Effects of Grid 
Resolution on the Simulation of Internal Tides'', Proceedings of the 16th International 
Offshore and Polar Engineering Conference, v. III, pp 432-438, San Francisco, CA, USA. 

19. D. Kang and O. B. Fringer, 2006. "Efficient Computation of the Nonhydrostatic Pressure'', 
Proceedings of the 16th International Offshore and Polar Engineering Conference, v. III, pp 
414-419, San Francisco, CA, USA. 

20. S. K. Venayagamoorthy and O. B. Fringer, 2006. "Internal wave energetics on a shelf 
break'', Proceedings of the 16th International Offshore and Polar Engineering Conference, v. 
III, pp 473-480, San Francisco, CA, USA. 

21. Y. Chou and O. B. Fringer, 2005, "An unstructured immersed boundary method for 
simulation of flow over complex topography", Proceedings of the 9th International 
Conference on Estuarine and Coastal Modeling, pp. 568-584. doi: 10.1061/40876(209)33, 
Charleston, SC, USA. 

22. D. Kang and O. B. Fringer, 2005, "Time accuracy for pressure methods for nonhydrostatic 
free-surface flows", Proceedings of the 9th International Conference on Estuarine and 
Coastal Modeling, pp. 419-433. doi: 10.1061/40876(209)24, Charlston, SC, USA. 

23. S. K. Venayagamoorthy and O. B. Fringer, 2004, "Energy partitioning in breaking internal 
waves on slopes", In: Environmental Hydraulics and Sustainable Water Management, 
Proceedings of the 4th International Symposium on Environmental Hydraulics and 14th 
Congress of Asia and Pacific Division, International Association of Hydraulic Engineering 
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and Research, 15-18 December 2004, Hong Kong, v. I, Edited by J.H.W. Lee, K.M. Lam, pp. 
1051-1056. 

24. O. B. Fringer, M. Gerritsen, and R. L. Street, 2004, "Internal waves in Monterey Bay: An 
application of SUNTANS", In: Environmental Hydraulics and Sustainable Water 
Management, Proceedings of the 4th International Symposium on Environmental Hydraulics 
and 14th Congress of Asia and Pacific Division, International Association of Hydraulic 
Engineering and Research, 15-18 December 2004, Hong Kong, v. I, Edited by J.H.W. Lee, 
K.M. Lam, pp. 67-75 (invited). 

25. O. B. Fringer, S. W. Armfield, and R. L. Street, 2003, "A nonstaggered curvilinear grid 
pressure correction method applied to interfacial waves", Proceedings of the 2nd 
International Conference on Heat transfer, Fluid Mechanics, and Thermodynamics (HEFAT), 
Victoria Falls, Zambia. 

26. O. B. Fringer, S. W. Armfield, and R. L. Street, 2000, "Direct numerical simulation of 
unstable finite amplitude progressive interfacial waves'', Proceedings of the 5th International 
Symposium on Stratified Flows, pp. 749-754, Vancouver, Canada. 

27. O. B. Fringer and R. L. Street, 2001, "The dynamics of breaking progressive interfacial 
waves", Proceedings of the 3rd International Symposium on Environmental Hydraulics, 
Tempe, AZ, USA. 

Non-refereed Conference/Symposia Proceedings  

1. G. T. C. Gil and O. B. Fringer, 2016, “Particle transport due to trapped cores”, 8th 
International Symposium on Stratified Flows, San Diego, CA. 

2. R. S. Arthur, S. K. Venayagamoorthy, J. R. Koseff, and O. B. Fringer, 2016, 
“Quantification of highly unsteady and inhomogeneous stratified turbulence in breaking 
internal waves on slopes”, 8th International Symposium on Stratified Flows, San Diego, CA. 

3. O. B. Fringer, 2009, “Towards nonhydrostatic ocean modeling with large-eddy simulation”, 
Oceanography in 2025: Proceedings of a Workshop, pp 81-83, The National Academies 
Press. 

 
Edited Works in Print or in Press 
 
1. A. Desbonnet, Ed., 2008, Ecosystem-based Estuary Management: A Case Study of 

Narragansett Bay, Chapter 14, "Circulation and pollutant transport dynamics in Narragansett 
Bay", by J. Craig Swanson & Malcolm L. Spaulding, Springer Series on Environmental 
Management, New York: Springer. 
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Presentations 

Invited Plenary Talks and Distinguished Lectures 

1. O. B. Fringer and Y. Zhang, 2016, “Subgrid hydrodynamics and sediment transport 
modeling on unstructured grids”, 15th International workshop on Multi-scale (Un)-structured 
mesh numerical Modeling for coastal, shelf, and global ocean dynamics, September 27-29, 
Toulouse, France (keynote).  

2. O. B. Fringer, 2016, “Numerical simulations to understand the dynamics, energetics, and 
mixing of breaking internal gravity waves”, B’Waves 2016, June 13-17, Bergen, Norway 
(keynote). 

3. O. B. Fringer and R. S. Arthur, 2016, “Transport and mixing due to breaking internal 
gravity waves on slopes”, European Congress on Computational Methods in Applied 
Sciences and Engineering, June 5-10, Crete, Greece (keynote). 

4. B. Wang, O. B. Fringer and M. Gerritsen, 2007, "Numerical techniques in a parallel, 
unstructured-grid, finite-volume coastal ocean simulation tool", Ninth U.S. National 
Congress on Computational Mechanics, San Francisco, CA (keynote). 

5. O. B. Fringer, 2004, "Fluids, Math, Computers, and the Environment", Southern California 
Applied Mathematics Symposium (SOCAMS), Claremont, CA (keynote). 

 
Other Invited Presentations 

1. O. B. Fringer, K.R. Scheu, D. A. Fong, and S. G. Monismith, 2017, “Modeling intrusive, 
sediment-laden gravity currents in a rotationally-influenced lake”, IUTAM/AMERIMECH 
SYMPOSIUM on the Dynamics of gravity currents, September 25-27, Santa Barbara, CA.  

2. O. B. Fringer and Y. Zhang, 2016, “Subgrid bathymetry for seamless 1d, 2d, and 3d 
hydrodynamics and sediment transport modeling in SUNTANS”, California Water and 
Environmental Modeling Forum, April 11-13, Folsom, CA. 

3. Y. Zhang, O. Fringer, I. Huang, D. Fong, and S. Monismith, 2015, “Sediment transport 
modeling in a San Francisco Bay salt marsh”, California Water and Environmental Modeling 
Forum, March 11, Folsom, CA. 

4. O. B. Fringer, 2015, “Three-dimensional coupled wind-wave and cohesive sediment 
transport modeling in South San Francisco Bay”, 2015 SIAM Conference on Computational 
Science and Engineering, March 13-18, Salt Lake City, UT. 
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The tidal period (PERIOD) must be
supplied; in most cases it is 12.4 hours, but in considered as uniform or as non-uniform within
some locations it may vary slightly.  The the water body, and in particular within the
maximum tidal velocity (UAmax) for the location
must be specified; this can usually be taken as
the average of the absolute values of the two
actual maxima, independent of their direction.  A neglected.  For uniform conditions, the average
CORMIX design case consists then of an
instantaneous ambient condition, before, at or
after one of the two slack tides.  Hence,  the
analyst must specify the time (in hours) before, When conditions are non-uniform,
at, or after slack that defines the design
condition, followed by the actual tidal ambient
velocity (UA) at that time.  The ambient depth
conditions are then those corresponding to that
time.

In general, tidal simulations should be
repeated for several time intervals (usually hourly
or two-hourly intervals will suffice) before and
after slack time to determine plume
characteristics in unsteady ambient conditions. 

Strongly unsteady conditions can also
occur in other environments, such as in wind-
induced current reversals in shallow lakes or
coastal areas.  In this case, any typical reversal
period can be analyzed following an approach
similar to the above.

4.3.4  Ambient Density Specification

Information about the density distribution
in the ambient water body is very important for the
correct prediction of effluent discharge plume
behavior.  CORMIX first inquires whether the
ambient water is fresh water or non-fresh (i.e.
brackish or saline).  If the ambient water is fresh
and above 4 C, the system provides the option ofo

entering ambient temperature data so that the
ambient density values can be internally
computed from an equation of state.  This is the
recommended option for specifying the density of
fresh water, even though ambient temperature
per se is not needed for the analysis of mixing
conditions.  In the case of salt water conditions,
Figure 4.3 is included as a practical guide for
specifying the density if "salinity values" in parts-
per-thousand (ppt) are available for the water
body.  Typical open ocean salinities are in the
range 33 - 35 ppt.

The user then specifies whether the

ambient density (or temperature) can be

expected plume regions.  As a practical guide,
vertical variation in density of less than 0.1 kg/m3

or in temperature of less than 1 C can beo

ambient density or average temperature must
be specified.  

CORMIX requires that the actual measured
vertical density distribution be approximated by
one of three schematic stratification profile types
illustrated in Figure 4.4.  These are: Type A, linear
density profile; Type B, two-layer system with
constant densities and density jump; Type C,
constant density surface layer with linear density
profile in bottom layer separated by a density
jump.  Corresponding profile types exist for
approximating a temperature distribution when it
is used for specifying the density distribution.  

Note:  When in doubt about the
specification of the ambient density values it is
reasonable to first simplify as much as possible.
The sensitivity of a given assumption can be
explored in subsequent CORMIX simulations.
Furthermore, if CORMIX indicates indeed a flow
configuration (flow class) with near-field stability,
additional studies with the post-processor option
CORJET (see Section 6.1) can be performed to
investigate any arbitrary density distribution.

After selecting the stratification
approximation to be used, the user then enters all
appropriate density (or temperature) values and
pycnocline heights (HINT) to fully specify the
profiles.  The pycnocline is defined as zone or
level of strong density change that separates the
upper and lower layers of the water column.  The
program checks the density specification to insure
that stable ambient stratification exists (i.e. the
density at higher elevations must not exceed that
at lower elevations).

Note that a dynamically correct
approximation of  the actua ldensity distribution
should keep a balance between over-and
under-estimationof the actual data similar to a
best-fit in regression analysis.  If simulation
results indicate internal plume  trapping, then  it is
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MIKE 21 & MIKE 3 Flow Model FM 

2 Hydrodynamic Module - © DHI 

MIKE 21 & MIKE 3 Flow Model FM - 
Hydrodynamic Module 

The Hydrodynamic Module provides the basis for 
computations performed in many other modules, but 
can also be used alone. It simulates the water level 
variations and flows in response to a variety of 
forcing functions on flood plains, in lakes, estuaries 
and coastal areas. 

Application Areas 
The Hydrodynamic Module included in MIKE 21 & 
MIKE 3 Flow Model FM simulates unsteady flow 
taking into account density variations, bathymetry 
and external forcings. 

The choice between 2D and 3D model depends on a 
number of factors. For example, in shallow waters, 
wind and tidal current are often sufficient to keep the 
water column well-mixed, i.e. homogeneous in 
salinity and temperature. In such cases a 2D model 
can be used. In water bodies with stratification, 
either by density or by species (ecology), a 3D 
model should be used. This is also the case for 
enclosed or semi-enclosed waters where wind-
driven circulation occurs. 

Typical application areas are 

x Assessment of hydrographic conditions for 
design, construction and operation of structures 
and plants in stratified and non-stratified waters 

x Environmental impact assessment studies 
x Coastal and oceanographic circulation studies 
x Optimization of port and coastal protection 

infrastructures 
x Lake and reservoir hydrodynamics 
x Cooling water, recirculation and desalination 
x Coastal flooding and storm surge 
x Inland flooding and overland flow modelling  
x Forecast and warning systems 

Example of a global tide application of MIKE 21 Flow 
Model FM. Results from such a model can be used as 
boundary conditions for regional scale forecast or hindcast 
models 

MIKE 21 & MIKE 3 FLOW MODEL FM supports both Cartesian and spherical coordinates. Spherical coordinates are 
usually applied for regional and global sea circulation applications. The chart shows the computational mesh and 
bathymetry for the planet Earth generated by the MIKE Zero Mesh Generator 
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